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Unsupervised Learning for Salient Object Detection
via Minimization of Bilinear Factor Matrix Norm

Min Li

Abstract— Saliency detection is an important but challenging
task in the study of computer vision. In this article, we develop a
new unsupervised learning approach for the saliency detection by
an intrinsic regularization model, in which the Schatten-2/3 norm
is integrated with the nonconvex sparse /;;3 norm. The /,/3-norm
is shown to be capable of detecting consistent values among
sparse foreground by using image geometrical structure and
feature similarity, while the Schatten-2/3 norm can capture the
lower rank of background by matrix factorization. To improve
effective performance of separation for Schatten-2/3-norm and
Iy;3-norm, a Laplacian regularization is adopted to the fore-
ground for the smoothness. The proposed model essentially
converts the required nonconvex optimization problem into the
convex one, conducted by splitting the objective function based on
singular value decomposition on one much smaller factor matrix
and then optimized by using the alternating direction method
of the multiplier. The convergence of the proposed algorithm is
discussed in detail. Extensive experiments on three benchmark
datasets demonstrate that our unsupervised learning approach
is very competitive and appears to be more consistent across
various salient objects than the current existing approaches.

Index Terms— Alternating direction method of multiplier
(ADMM), l;/3-norm, low-rank matrix, matrix decomposition,
salient object detection, Schatten-¢g-norm.

I. INTRODUCTION

ALIENT object detection is one of the fundamental

tasks in the study of computer vision, aiming to localize
and segment the foreground objects from the background.
It appears in a wide range of applications, such as in the study
of psychology, neurobiology, brain bionics, medical image,
and so on.
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During past decades, many different approaches for salient
object detection have been proposed in order to improve
detection effectiveness. Among them, the deep learning-based
method [1]-[5], the bottom-up method [6]-[11], the top-down
method [1], [12], and the method by combining bottom-up
cues with top-down priors [13]-[20] are the most commonly
seen in the literature.

In this article, we present a new approach by formulating the
low-rank and sparse decomposition for salient object detection.
More specifically, let image X be represented as a combination
of the background Z and the foreground E. The background
Z often tends to be highly redundant and lies in a low-
dimensional subspace. Hence, the background Z usually is
characterized by a low-rank feature matrix. The foreground E
is a distinctive salient object that is often sparse and deviates
from the low-rank subspace. Therefore, the foreground E can
be represented by a sparse sensory matrix. Mathematically,
this problem generally can be formulated as (see [14])

rPIE rank(Z) + A|Ellg st. X =Z+ E (D)

where ||-||, denotes the /p-norm by convention, which repre-
sents the number of nonzero matrix entries, and 4 is positive
regularization parameter. However, model (1) by nature is
a nonconvex NP-hard problem. Consequently, this results in
the emergence of many relaxation models in which both
nonconvex terms are replaced by their convex envelopes (i.e.,
the nuclear norm |-||, and the /;-norm, respectively) so that
the minimization problem becomes computationally feasible.

The drawback for adopting the convex envelope as relax-
ation is the existence of a gap between the rank function/sparse
metric and its convex envelope, which may result in the
solution being undesirable [20]-[23]. As shown in Fig. 1, for
example, some common issues by convex approaches can be
seen, such as the backgrounds appear to be cluttered and the
foreground targets show to be scattered and incomplete (as
shown in ULR! and SLR? of Fig. 1), or in some other cases,
the salient target contains the entire image because the loss of
the sparse property (as shown in SMD? and WLRR* of Fig. 1).
While our proposed nonconvex approach (as shown ours
in Fig. 1) in this article provides a desirable solution in these
cases. Therefore, compared with the nonconvex approach,

Shen and Wu [15] proposed a unified low-rank matrix recovery, which is
referred to as ULR for short.

2Zou et al. [17] presented the segmentation guided low-rank method for the
matrix recovery, which is referred to as SLR for short.

3Peng er al. [18] gave a structured matrix decomposition approach, which
is referred to as SMD for short.

4Tang et al. [19] proposed the weighted low-rank matrix recovery, which is
referred to as WLRR for short.
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Fig. 1. Examples of salient object detection from typical existing models,
compared with ours in this article. GT stands for the ground truth. The
approaches under the convex framework appear to be problematic.

SLR[17]

the convex relaxation setting for the low-rank approximation
appears its limitation in capturing the salient object from
its background effectively and often generates undesirable
outcomes.

Besides, many numerical algorithms for the low-rank-based
models are associated with high-computational complexity
since they are based on singular value decomposition (SVD)
on the full matrix [24]. This leads to a low efficiency for
handling very large-scale datasets, which often is undesirable
in real-time applications. To address the issue in terms of
effectiveness and efficiency for salient object detection, in this
article, we propose the unsupervised learning approach for
the saliency detection, in which the nonconvex Schatten-
2/3 norm as the regularization is used to retain the back-
ground detail, and the nonconvex [;3-norm is exploited
to capture the sparsity of foreground object. The reason
for choosing these two particular norms is elaborated on
next.

Comparing with the widely used nuclear norm, the Schatten-
2/3 norm, which is equivalent to the //3-norm on singular
values, is better in capturing the rank function structure since
the ¢ = 2/3 value scales each singular value accordingly,
maintaining the convexity in its factors. This adopted regular-
ization, as shown in this article, can make the background
adequately lie in its corresponding subspace, allowing the
low-rank approximation of the background and providing
a cleaner background image than other existing low-rank
approaches.

Regarding the /;-norm, the nonconvex /5,3-norm is tractable
in the sparse approximation than the unfeasible /p-norm. And
this setting appears to be effective in sharing the desired
consistency within the same image patches due to taking into
account both image geometrical structure and feature simi-
larity among image patches. Moreover, from the experimental
perspective, the similar appearance between the salient objects
and the background could affect the accuracy of detection.
To identify the difference between the foreground and the
background, we adopt the Laplacian term, as shown in [18],
that can promote the object completeness as much as possible
(as shown in Fig. 1).

In addition, the unified surrogate for Schatten-2/3 quasi-
norm can be represented as Frobenius/nuclear hybrid norm,
and the nonconvex /5,3 norm permits an analytic solution for
the objective function by searching the roots of a quadratic
polynomial as other problems [25], [26]. Therefore, the factor-
ization formulation for Schatten-2/3 quasi-norm requires far
less memory, only requiring to compute the SVD on a much

1355

small factored matrix, as contrary to the full matrix in the other
low-rank-based methods. Most recently, the bilinear factor
matrix norm in literature is adopted for image inpainting,
alignment, data completion, and recovery [24], [27], [28]. This
article is the first study to apply Schatten-2/3 and /5,3 norms to
the salient object detection problem, which requires a different
but subtle study, in particular, for the optimization process.

The remainder of this article is organized as follows:
Section II provides some preliminary introduction and some
recent related works. The proposed framework is illustrated in
Section III. Section IV develops the corresponding minimiza-
tion algorithm. The detailed analysis of both convergence and
complexity of our proposed algorithm is given in Section V.
Extensive experiment results are provided in Section VI. This
article ends with concluding remarks in Section VII.

II. RELATED APPROACHES

Salient object detection has been extensively studied during
recent years. Due to the inherent nature, low-rank represen-
tation (referred to as LRR for short) [29] is the most typical
method, which uses a low-rank coefficient matrix multiplied
by a dictionary to represent the background and utilize /5 ;
norm to characterize sparse components (i.e., the salient
objects). The formulation is given by

min || Z|l, + AIElly st X = XZ+E 2)

where X is the input image, X Z represents the background
detail, which can be reconstructed independently, Z is the set
of reconstruction coefficients, E is the salient objects, ||-||, is
the nuclear norm, and ||-||,; is used to characterize the sparsity
of the columns of E.

The single LRR approach, however, is not ideal in modeling
visual multiple features, as shown in the literature, because of
its simple structure. Thus, by integrating multifeature with top-
down priors, LRR is generalized as a multitask sparsity pursuit
method (referred to as MSP for short) [16]. The approach is
formulated by combining multiple features as

J

min D |Zill, + A1 Elly
Zy,,Zy é
Ey,.,Ey i=1

st. X, =X, Z,+E;, i=1,...,J. 3)

However, the norm |-||,; of the sparse matrix E does
not match nuclear norm well due to the absence of spatial
relations and the feature affinities, leading to the generation
of inaccurate saliency object. Hence, in order to promote the
ULR to absorb the low-level features and to generate the high-
level guidance, the following setting is proposed [15]:

min[|Z||. + Al[E|l st. X =Z+E. )

Experimentally, the ULR approach results in the nonuni-
formly highlighted salient object due to the lack of spatial
relations and feature similarities of patches. To address this
issue, SLR developed an unsupervised model by leveraging
the low-rank matrix recovery and the segmentation priors [17].
SMD established a matrix decomposition approach based on
a tree-structured sparsity and a Laplacian regularization [18].
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Fig. 2. Flowchart of the proposed approach, where background is charac-
terized by the Schatten-2/3 quasi-norm and foreground is approximated by
l»/3-norm.

As an extension of the SMD model, WLRR constructed
a weighted low-rank regularization based on the high-level
background prior map [19].

Although many improvements have been achieved in terms
of the existing models, the background detail is mainly charac-
terized by the nuclear norm. It is a common consensus that the
minimization based on the nuclear norm usually over shrinks
the background features when it is used to approximate the
rank function. On the other hand, /;-norm for foreground over
penalizes large entries of vector and leads to a biased solution,
whereas the structured-tree sparse constraint on fine feature in
SMD destroys the spatial relationship of the salient object.
Therefore, to address these issues, the nonconvex Schatten-
2/3 quasi-norm and the /5/3-norm, respectively, are adopted
for background and foreground in this article. The advantages
of this proposed approach will be illustrated in detail later.
A flowchart of the proposed model can be shown in Fig. 2.

III. UNSUPERVISED DECOMPOSITION MODEL VIA
MINIMIZATION OF BILINEAR FACTOR MATRIX NORM

A. Formulation of Unsupervised Decomposition Model

Given an input image, we conduct the oversegmentation
and extract the basic features. Consequently, a feature matrix
X can be decomposed into redundancy part L and spare
one S and can be characterized with different regularizations
respectively. Specifically, the optimization problem for the
salient object detection can be formulated as the following
general framework:

?gﬂm+%ﬂ$+yMLS)
st. X=L+S (5)

where f(L) is the spectral regularization for background L
which ensures low-rank, and g(S) is a sparse constraint.
h(L,S) is an interactive regularization term which is intro-
duced to improve performance when clutter appears in the
background. And A,y are positive parameters that tradeoff
among these three terms.

B. Schatten-q Quasi-Norm for Background Detail

It is known that background, in general, is located in a low-
dimensional subspace, lying in the given structural datasets;
thus, how to find the suitable rank to capture the background
is the crux of this problem. Technically, the rank function can
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be relaxed by its convex envelope [13]-[19], [29], i.e., nuclear
norm, which is the sum of singular values, and also is the
Schatten-1 norm (or the trace norm) [24]. Unfortunately, there
is always a gap between the nuclear norm and the (nonconvex)
rank function,’ which causes to over-penalize rank compo-
nents of a low-rank matrix and results in a deviation from
the original solution. Therefore, many new strategies based
on nonconvex rank relaxation have been explored to fill this
gap (see, [21], [24], [27], [28], [30], [31]).

Among them, the nonconvex Schatten-g prenorm can reduce
the gap between rank function (¢ = 0) and nuclear norm
(g = 1) by setting 0 < g < 1, which has superiority
in providing an increasingly tight approximation to low-rank
matrix requiring only the weaker restricted isometry property.
Since the background is dominated by a few factors, which
always shows low-rank property. Thereupon, we propose this
flexible nonconvex regularization for the background, which
can effectively describe the lower rank structure of back-
ground. To be specific, the Schatten-g norm of a matrix
L € R™" is defined as

min{m,n} 14

D W) ©)

J=1

[ILllsq =

where (L) is the jth singular value of L.

Obviously, the nonconvex Schatten-g norm (0 < g < 1) is
in essence the /,-norm on singular values. And the common
forms of Schatten-g norm in existing models are summarized
in Table I for g € [0, 2]. To reduce computation complexity
and better handle large-scale tasks of computer vision, matrix
factorization has been proposed to solve the models based on
Schatten-g norm [24], [27], [28], [31]. Especially, the unified
surrogates for the Schatten-g norm can be characterized as
follows.

Lemma 1 (Bi-Schatten-g Norm Surrogate [28]): Given

matrices U € R™4 V e R"™4 and L e R™" with
rank(L) =r <d, the following equality holds:
lIILII" = min iIIUII"l +iIIVII"2 )
q Sfl - U,V:L= yT ql S‘ll qz S‘lZ

where ¢, q1, and g, > 0, which satisfy (1/q) = (1/q1) +
(1/q2).

To the best of our knowledge, Schatten-1/2 norm and
Schatten-2/3 norm [24], [27], [28], [31] have been recently
used widely in matrix completion and robust principal com-
ponent analysis, respectively. Here, we focus on the specific
values of ¢ = 2/3 due to its decomposable formulation and
better experimental performance for the background. In fact,
the Schatten-2/3 norm is, in essence, equivalent to Frobe-
nius/nuclear hybrid norm. Hence, it follows from Lemma 1
that the Frobenius/nuclear hybrid norm can be described as
the following theorem.

SThe rank of a matrix is to count the number of nonzero singular values.
Low-rank is equivalent to seeking the sparsity of the singular values of a
matrix. Thus, rank minimization is an important regularization for a low-rank
solution. However, rank minimization is hard. The common numerical strategy
is to find the nuclear norm as a substitute, which in fact sums the amplitude
of nonvanishing singular values. Thereupon, a gap between the nuclear norm
and the rank function emerges naturally.

Authorized licensed use limited to: Ningbo University. Downloaded on October 08,2024 at 07:09:16 UTC from IEEE Xplore. Restrictions apply.



LI et al.: UNSUPERVISED LEARNING FOR SALIENT OBJECT DETECTION

TABLE I

COMMON FORMS FOR SCHATTEN-g QUASI-NORM
AND [,-NORM WHEN p, g € [0, 2]

p.q Low-rankness || L|| S, Sparsity [|.S]| Iy
0 [ lILlls, =#(oil #0) [ ISl = # (Isis[ # 0)
T T
0,1) | ILlls, = (Zof)s IS0, = 23 Isii )P
ULl = Zok 151, = 22> 1841
2 | LIy =S} ISly = /S Slsis

2/3
AR

L

Ground Truth

Image

|4 (18]

Fig. 3. Comparison results between the nuclear norm commonly used for
background in the literature and the Schatten-2/3 norm used in this article.

Lemma 2 (Frobenius/Nuclear [24], [28]): Given
L € R™" with rank (L) = r < d, L can be factorized into
two much smaller matrices U € R”*? and V e R"*? such

that L = UVT. The Frobenius/nuclear norm of L can be
denoted as
LIF/n = |IL]lsy, = ,min_ UV IIF
3
2
= min [—||U||* ||V||%} ®)
U,V:L=UVT

where |||, is nuclear norm and |||z is the Frobenius norm.

Based on Lemmas 1 and 2, the nonconvex and nonsmooth
regularization for background is transformed into a convex and
smooth one, which is not only tractable but also feasible for
the required optimization. The factorization formulation (8)
only requires to compute SVD on a much smaller matrix U
as compared with the full matrix L. Fig. 3 gives the intuitive
results from ablation experiments for the background, respec-
tively, in which the second column of images are obtained
by using nuclear norm only and the third column of images
are given via Schatten-2/3 regularization It is clear that the
decomposed background results of || - || S are significantly
better than that of nuclear norm visually.®

C. Nonconvex ;3 Norm for Foreground and Laplacian
Constraint

It is expected that a valid regularization for the foreground
can extract the complete information from the salient regions.

%To quantitatively highlight that Schatten-2/3 norm can approximate
low-rank more accurately, we calculate the nuclear norm and Schatten-2/3
norm of the background for the second row of images in Fig. 3, respectively.
Suppose that the rank of background is 40, which can be treated as the
representative of low rank. By setting the saliency object to zero, we extract the
background matrix L. The nuclear norm and Schatten-2/3 norm for the first
40 values 2of SVD of L, respectively, can be denoted as ||L||, = 3.769 x 10*

and ||L||3 = 3.2 x 10%. Thus, we have ||L||, — 40 ~ 3.77 x 10* and
3

2
[IL]]3 —40 ~ 3.2 x 10°. Obviously, 3.2 x 10° < 3.77 x 10*, which coincides
with our original motivation of choosing Schatten-2/3 norm for background.
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Due to being sparse, the foreground usually exhibits a heavy-
tailed distribution, we impose the hyper-Laplacian priors to
the salient part S, i.e., the nonconvex [, norm, which can
maintain the sparse feature of the corresponding matrix more
effectively. Technically, this regularization can be uniformly
formulated in the following form:

¢(5) = ISI7. ©

In the standard framework, for p € [0, 2], the regularized
term ||-||,p is shown in Table I. Compared with /;-norm,
the nonconvex surrogates listed in Table I give not only a
better but also tractable approximation than the /y norm. Thus,
the nonconvex /,-norm takes the full advantage of the spatial
contiguity and feature similarity among all image patches so
that they have more accurate and consistent representation.
On the other hand, an analytic solution can be found for the
specific values p = 2/3 by seeking the roots of a quadratic
polynomial [25], [26], and lz -norm can obtain competitive
performance for decomposmon of foreground as verified in
experiments VI. In addition, it has been known that the
corresponding algorithm is more efficient than many existing
algorithms, as shown in [25]. Thus, in this article, we focus
on the nonconvex /5,3 norm detecting the foreground which is
represented by identifying spatially localized sparse residuals.
Fig. 4 gives the comparative examples for sparsity term,
in which the second column of images are obtained by || - ||1

and the third column of images are acquired via || - ||12,3

As demonstrated in our experiments later, || - ||,2; appears to
be desirable in characterizing the sparsity.

To effectively promote the performance of Schatten-g
norm under cluttered background, the Laplacian regularization
Tr(S.#rST) is introduced for the salient object S, where a
Laplacian matrix .# consists of an affinity matrix character-
izing the similar features among image patches. This term is
based on the local invariance assumption, which can improve
the consistency of foreground, as shown in Fig. 5.

In summary, the proposed nonconvex model for the salient
object detection can be formulated as

min [ILI[g,, + 2SI + 7 Tr (S-#rST)

L3

st. X =L+5. (10)

The problem (10) can be solved by various algorithms.
However, most of existing algorithms often rely on iteration
involving SVD, which incurs the largest computational com-
plexity [21], [24], [27], [28]. Therefore, using factorization
formulation (8), the model (10) can be further reformulated as

1
min 2 IV + IVIF) + AISIL + 7 Tr(S4¢ST)

b3
(11)

It follows from the model (11) that the norms of bilinear
factor matrix (i.e., ||U|, and ||V| ) are convex, which cor-
responds to the problem of minimizing norm combination on
two much smaller factor matrices. Obviously, the model (11)
based on factorization has a lower computation cost than the
minimization of (10) by directly computing the SVD on a full
matrix.

st X=L+S,L=UVT".

Authorized licensed use limited to: Ningbo University. Downloaded on October 08,2024 at 07:09:16 UTC from IEEE Xplore. Restrictions apply.
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Fig. 5. Comparison of using Laplacian and non-Laplacian.

IV. OPTIMIZATION

In this section, the proposed model (11) can be optimized by
the alternating direction method of multipliers (ADMMs) [32].
To solve (11), we introduce the auxiliary variables to split the
interdependent terms so that they can be solved independently.
Based on that, the problems (11) can be formulated as the
following equivalent form:

2/3
bys

. 1
min  ~ (2T, + IVIF)AIS]
UV.S,T.M 3

st X=L+S, L=UVI, T=U, M=S

+yTr(MayM")
(12)

where T and M are the corresponding auxiliary variables.
To remove the equality constraints, Lagrange multipli-
ers Y1, Y, Y3, and Y4 are introduced. Thus, the augmented
Lagrangian function for problem (12) is constructed as
Lop(U,V,L,S, T,M, Y,Y5,Y3, Yy, pt)
1 ) 2/3
= SQITIL+IVIE ) + AU
+ (Y, F=L = 8) +(YV2, L=UV")+(¥5,T = U)

+ ¥, S =+ S (1F-L—SIE + |L-UVT|;

+yTr(MatyM")

+IT = Ul}+ 1S - MI}) (13)

where 1 > 0 is a penalty parameter. To solve Eq.(13), we seek
the optimal U,V, L,S,T, and M by a suitable iteration
as shown in Algorithm 1. To be specific, we consider the
following subproblems in sequence.

A. Updating U

With respect to U, the corresponding optimization problem
is
v, 112
L-uv' 4+ 2

arg min
U u

(14)

Y3
i
U

F F
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Since (14) is a least squares problem, the optimal solution
can be written as

YoV + Y B
U*:(LV+M+27+3)(VTV+I) Loas)
u

B. Updating V
Fixing the other variables, V can be given by
2

1 2, M, T r
argmin - ||V |I% + = |L" = VU +— (16)
v 3 2 HAlF
Thus, we have
2 —1
V*:(ﬂLTU+YzTU)(§I+ﬂUTU) . (17)

C. Updating L
With respect to L, we consider the following subproblem:

2 2

Y1 YZ
F—L—-S+ — —
JZ JZ

Hence, we obtain the corresponding solution as follows:

L1 , Y, - Y,
L*=-(UVT + F-S+ .
2 )7

(18)

arg min
L

+HL—UVT+

F F

19)

D. Updating S

To update S, the minimization problem becomes

Y,
argmmAHSlliij (HS— (F L+ lul)
F
2
. (20)
F

Yy
wls=(u-3)
U

Set A= (F-L+H/2)+ (Y1 +Y4/2u) and © = (A/p),
and the problem (20) can be translated into the following
form:

+ (IS — All7).-

A
argmin — ||S||,2£

s H

Thus, this problem can be solved by Theorem 1, as shown
in the following.

Theorem 1: [24], [33] For any matrix A, X € R"™",
solution of the flowing minimization
2/3
b3

m)}HIIX—AHi%—TIIXII 21

is 7 (A), where the two-thirds-thresholding operator 7 (-) is

3
sgn(a)(soz(a)+ A= (a)) 23373
T:(a)= ) >
8 3
0, else
(22)
where
27a% -3
(@ = — |7 cosh pe )
a)=—= T COS arccos
’ 73

Authorized licensed use limited to: Ningbo University. Downloaded on October 08,2024 at 07:09:16 UTC from IEEE Xplore. Restrictions apply.
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Algorithm 1 Problem (13) Solved by ADMM

Input: F,d,a,f and u My =YY =0, Ny =YY = 0,5 =
Hy = Y10 = Yf =0, Umax = 1010,/) =11land k=0

1: while not converged do

update U4 by (15)

update Vi.; by (17)

update Ly by (19)

update Sy+1 by (22)

update Ty by (25)

update M1 by (28)

update ¥;, 1 <i <4 by the following forms, i.e.

Yi < Y1 4+ u(F—L — S)
Y, <—Y2+,u(L—UVT)
Y3 < Y3+ u(T —U)
Yy < Y4+ p(S— M)

9:  fit1 by p < min(pp, fmax)
10 kbyk < k+1

11: end while

Qutput: L and S

E. Updating T

Fixing the other variables, with respect to 7', we have

. 2 u Y3 2
argmin = ||T ||, + = ||IT — (U — — (23)
r 3 2 w )l g
In general, (23) can be represented as
) 1
min 7|7, + ZIT = Cli% (24)

where C = U — (Y3/u) and © = (2/3u). Thus, the opti-
mization (24) is nuclear norm regularized least squares prob-
lem, which can be solved by the singular value thresholding
(SVT) [34](refer Theorem 2).

Theorem 2 (SVT [34]): Let the SVD of C can be written
as C = UX VT, then the optimal solution for problem (24) is
given by

T =D, (C)=US, (X)VT (25)

where D, is the SVT operator and D, is the soft thresholding
operator, which is defined as

X—g, xX>¢&
Se(x)=3x+e¢, x<—¢ (26)
0, else.

F. Updating M

Finally, fixing the other variables, and updating M leads to
the following problem:
2

Y.
argminyTr(M//FMT)—i—ﬁHS—M—i-—4 (27)
M 2 a3
Then, we have
M* = (uS + YRy Mr + uI)™". (28)
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For Algorithm 1, we perform SVD on a much smaller
factored-matrix as a contrary to the full matrix used in
WLRR [19], SMD [18], ULR [15], SLR [17], and LRR [16].
Thus, complexity analysis for Algorithm 1 can be summarized
in the following.

Remark 1: Given an m X n matrix (m > n), the cost for
the inverse of d x d matrix, the multiplication of m x d
matrix, and d x n matrix are O(mn?), O(d?), and O(mdn),
respectively. In terms of WLRR [19], SMD [18], ULR [15],
SLR [17], and LRR [16], the cost is O(mnz) since the thin
SVD of an m x n matrix with m > n is performed. While for
Algorithm 1, the dominant cost of each iteration for updating
UeR™ vV e R* and T e R" using (15), (17),
and (25) is 0(6mnd—}—2d3 + md> +nd2). Thus, it is easy
to observe that 0(6mnd +2d3 + md?* + ndz) < O(mnz) for
m,n 3> d, which implies that our proposed algorithm is more
efficient.

V. ALGORITHM ANALYSIS

According to the definition of the critical point for non-
convex functions [53], the variable sequence generated by
Algorithm 1 can converge to a limiting point satisfy-
ing the Karush—Kuhn-Tucker (KKT) condition. Specifically,
the detailed description can be summarized as Theorem 29.

Theorem 3: Let {(U*, V¥, LK, Sk, T%, M* {Yf})} be a
sequence generated by Algorithm 1. Suppose that the sequence
{r}} is bound, x; is nondecreasing, and > 07 o (uiq1/ul) <
00, then the limit point (Uso, Voo, Loos Soo»> Toos Mso) Of
the above-mentioned sequence satisfies the following KKT
conditions:

2
0 e §5||Too||* + Y357,

0 € A01ISaolly? + ¥7° + Y52,

0 € y (Moo} + Moo MF) + Y.,
Loo = UsoVE, Too = Uso, Seo = Moo, Lo + S0 = X oo

The proof of theorem can be found in the Appendix of
this article. The conditions for nondecreasing u; and the
boundedness of sequence {Y/'} are given in [24]. Theorem 29
is established through an iteration algorithm in the inner loop
(i.e., ADMM algorithm). When the inner loop is solvable
exactly, the proof of convergence becomes relatively simple.

However, Theorem 29 cannot guarantee the global conver-
gence, which is an essential issue in terms of the effectiveness
of the proposed solvers for Algorithm 1. Recent studies [54],
[55] provide the global convergence analysis under certain
assumptions named coercivity, feasibility, Lipschitz submin-
imization paths, and objective regularity (see [55, Th. 1]).
Inspired by these approaches and our own analysis, the global
convergence for the proposed nonconvex model is shown in
the following theorem.

For the ease of analysis, we first reformulate the proposed
model (10) as a standard form coinciding with [54] and [55].
Hence, we have the augmented Lagrangian function

B
2

m

m

Lp(L,S,0) =D(L,S)+{w, X—L—S)+=||X — L — S|%

(29)
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TABLE 11
RESULTS ON DATASET ECSSD IN TERMS OF FOUR METRICS BY 27 METHODS
Metric | Ours | WLRR [19] | SMD [18] | DRFI[35] | RBD [36] | HCT [37] | DSR[38] | MC[39] | MR [40] | HS[41] | PCA[42] | TD[43] | GC[44] | RC [9]
WFT | 0527 | 0500 0.517 0.517 0.490 0.430 0.439 0.441 0.430 0.449 0.358 0.413 0.437 0.320
ORT | 0.542 | 0499 0.523 0.527 0.494 0.457 0.430 0.495 0.491 0.432 0.371 0.398 0376 0.265
AUC 1 0.820 | 0.819 0.775 0.780 0.752 0.755 0.754 0.779 0.761 0.766 0.759 0.717 0.685 0.749
MAE | | 0.187 | 0.211 0.227 0.217 0.225 0.249 0.227 0.251 0.235 0.269 0.291 0.271 0.256 0.334
Metric | Ours | ULR [15] SLR [17] | LRR [16] | SVO[45] | GS[46] | SF[47] CB[48] | CA[7] | SSI8] | SEG[49] | FT[50] | SR[51] | LC[52]
WFET | 0527 | 0351 0.442 0.398 0316 0.436 0.307 0.403 0.304 0.134 0.323 0.199 0.138 0.242
ORT | 0542 | 0.347 0.474 0.442 0.084 0.435 0271 0.419 0.254 0.099 0.206 0212 0.171 0.206
AUC T | 0.820 | 0.755 0.764 0.756 0.753 0.758 0.725 0.762 0.702 0.561 0.719 0.600 0.562 0.585
MAE | | 0.187 | 0.312 0.252 0.254 0.427 0.255 0.329 0.282 0343 0.320 0.369 0312 0.308 0332
The 7 indicates the larger value achieved, the better performance is, while | indicates the smaller, the better.The best three results are highlighted with red, green and bluc fonts, respectively.
TABLE III
RESULTS ON DATASET ICOSEG IN TERMS OF FOUR METRICS BY 27 METHODS
Metric | Ours | WLRR [19] | SMD [18] | DRFI[35] | RBD [36] | HCT [37] | DSR[38] | MC[39] | MR [40] | HS[41] | PCA[42] | TD[43] | GC [44] | RC [9]
WET | 0.608 | 0.602 0,611 0.592 0.599 0.464 0.543 0.461 0.554 0.536 0.407 0.499 0.522 0.395
OR 1 0.604 | 0.578 0.598 0.582 0.588 0.519 0.514 0.543 0.573 0.537 0.427 0.506 0.487 0.402
AUC T | 0835 | 0843 0.822 0.839 0.827 0.833 0.801 0.807 0.795 0.812 0.798 0.817 0.765 0.829
MAE | | 0.138 | 0.147 0.138 0.139 0.138 0.179 0.153 0.179 0.162 0.176 0.201 0.180 0.176 0.234
Metric | Ours | ULR [15] SLR [17] | LRR [16] | SVO[45] | GS[46] SF [47] CB[48] | CA[7] | SS[8] | SEG[49] | FT[50] | SR[51] | LC[52]
WF T | 0.608 | 0.379 0.473 0.465 0.296 0.519 0.347 0.441 0315 0.126 0.301 0.289 0.152 0.340
ORT | 0.604 | 0.443 0.505 0.530 0.293 0.520 0.433 0.459 0.297 0.164 0.346 0.387 0.227 0.348
AUC T | 0.835 | 0.814 0.805 0.804 0.808 0.819 0.812 0.782 0.775 0.630 0.792 0.717 0.632 0.716
MAE | | 0.138 | 0.222 0.179 0.170 0.336 0.167 0247 0.201 0.259 0.253 0.326 0.223 0.229 0.227
The 7 indicates the larger value achieved, the better performance is, while | indicates the smaller, the better.The best three results are highlighted with red, green and bluc fonts, respectively.
TABLE IV
RESULTS ON DATASET MSRA 10K IN TERMS OF FOUR METRICS BY 27 METHODS
Metric | Ours | WLRR [19] | SMD [18] | DRFI[35] | RBD [36] | HCT [37] | DSR[38] | MC[39] | MR [40] | HS[41] | PCA[42] | TD[43] | GC [44] | RC [9]
WFT | 0.688 | 0.665 0.704 0.666 0.685 0.582 0.656 0.576 0.642 0.604 0.473 0.561 0.612 0.384
ORT | 0.730 | 0.701 0.741 0.723 0.716 0.674 0.654 0.694 0.693 0.656 0.576 0.605 0.599 0.434
AUC T | 0.854 | 0.852 0.847 0.857 0.834 0.847 0.825 0.843 0.824 0.833 0.839 0.815 0.788 0.833
MAE | | 0.112 | 0.127 0.104 0.114 0.103 0.143 0.121 0.145 0.125 0.149 0.185 0.161 0.139 0.252
Metric | Ours | ULR [15] SLR [17] | LRR [16] | SVO[45] | GS[46] SF [47] CB[48] | CA[7] | SS[8] | SEG[49] | FT[50] | SR[51] | LC[52]
WF T | 0.688 | 0.425 0.601 0.448 0.339 0.606 0372 0.466 0.379 0.137 0.349 0277 0.155 0.345
ORT | 0.730 | 0.524 0.691 0.494 0.245 0.664 0.440 0.542 0.409 0.143 0.323 0379 0.256 0.380
AUC T | 0.854 | 0.831 0.840 0.801 0.844 0.839 0.812 0.821 0.789 0.601 0.795 0.690 0.597 0.690
MAE | | 0.110 | 0.224 0.141 0.153 0.340 0.139 0.246 0.208 0.237 0.255 0315 0.231 0.232 0.234
The 7 indicates the larger value achieved, the better performance is, while | indicates the smaller, the better.The best three results are highlighted with red, green and blue fonts, respectively.
2/3 T 2/3 .
where @ (L, S) = ||L|| 5, T 1T (SAErS")+1|S] |, ,» @ is dual To better demonstrate the advantage of our approach,

variable and f is a penalty parameter. Using ADMM, sequence
(L¥, S*, &) is generated by (29). The convergence analysis
can be summarized as follows.

Theorem 4: For a sufficiently large f, the sequence

(Lk , Sk, a)k) converges globally to the limit point of the
augmented Lagrangian function Lg.
For easy reading, the proof of the Theorem 4 is included in
the Appendix. In addition, some curve of convergence based
on three datasets can be found in the Supplementary Materials
[see the curve of WF, overlapping ratio (OR), the area under
receiver operating characteristic curve (AUC), and the mean
absolute error (MAE)] to further analyze algorithm 1.

VI. EXPERIMENTS

In this section, we conduct a variety of experiments for the
salient object detection problem to evaluate the effectiveness
of the proposed model. All experiments were implemented in
MATLAB R2017a on laptop with the Intel Core i5 2.30-GHz
processor and 8.0 GB of RAM.

A. Datasets, Baseline Algorithms, and Settings

Three standard benchmark datasets are used in our exper-
iments, i.e., MSRAI10K [9], iCoSeg [56], and ECSSD [41].
The MSRAI10K dataset contains a total of 10000 images
with a single object. The iCoSeg dataset includes a total
of 643 images with multiple objects and various complex
backgrounds, while the ECSSD dataset involves a total
of 1000 images with various objects, structurally complex
natural images.

we compare it with the latest 26 state-of-the-art models.
Among them, five approaches are based on low rank, which are
WLRR [19], SMD [18], ULR [15], SLR [17], and LRR [16],
respectively. In addition, we choose 21 representative meth-
ods used for salient object detection, which are DRFI [35],
RBD [36], HCT [37], DSR [38], MC [39], MR [40], HS [41],
PCA [42], TD [43], GC [44], RC [9], SVO [45], GS [46],
SF [47], CB [48], CA [7], SS [8], SEG [49], FT [50], SR [51],
and LC [52], respectively. In the Supplementary Material,
the pros and cons of the proposed method with the two models
based on deep learning (i.e., DCL’ and NLDF®) are discussed
in detail.

In the proposed algorithm, we set the bandwidth 6> = 0.05,
and the parameters 4 = 0.1, y = 0.05, and d = 25,
respectively. For the other comparative algorithms, we adopt
the same parameters introduced in the original articles.

We use six metrics [18], [50] to measure the detection
performances, which include the precision-recall (PR) curve,
the ROC curve, the weighted F-measure curve (WF), AUC,
OR, and MAE, respectively.

B. Comparison With the Existing Approaches

To evaluate the performance of our proposed model,
we systematically compare it with the 26 recently developed

7Li and Yu [57] presented deep contrast learning for salient object detection,
which is referred to as DCL for short.

8Luo er al. [58] gave nonlocal deep features for salient object detection,
which is referred to as NLDF for short.
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Fig. 7. PR curve comparison.

methods. The ROC and PR curves on three datasets are shown
in Figs. 6 and 7, respectively. The scores about WF, OR, AUC,
and MAE are given in Tables II-IV. Besides, Fig. 8 shows
the overall qualitative comparisons.

Compared with the competing methods, the proposed model
achieves the best results in terms of the four metrics (i.e.,
WF, AUC, OR, and MAE) on the ECSSD datasets, which
is shown in Table II. In the ROC curves (the first row of
Fig. 6), our model and WLRR [19] are the best two among
those competing models. However, for PR curves (the first
row of Fig. 7), our method gives the best performance. These
results demonstrate that our model has the desired capacity
in detecting the complete foreground from various complex
scenes.

From Table III, we can find that our method achieves the
best results with the highest OR and the lowest MAE, while
SMD [18] and WLRR [19] obtain the highest WF and AUC,

respectively. From ROC and PR curves (the second row of
Figs. 6 and 7), we can see that our model outperforms the
low-rank-based methods. It is worth noting that our approach
is also comparable to the other representative models in most
cases across different criteria.

The last comparison is conducted on MSRA10K [9] with
a single object. As shown in Table IV, our model provides
the second-best in terms of WF, AUC, and OR, the third in
MAE. The ROC and PR curves are entangled with DRFI [35]
and SMD [18] in a wide range (the third rows of Figs. 6
and 7). Especially, the result of DRFI [35] is only a reference,
which is a supervised top-down model. These results represent
that the proposed model has better consistency in terms of
performance.

Fig. 8 gives the qualitative comparisons from the best
methods in the experiments. For single-object images (e.g.,
the images in the first three rows), salient maps of the
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Fig. 8. Visual quality comparison of saliency maps from 13 methods.
new model represent the complete salient object with a few
scattered and incomplete patches. For the object with different
representations (e.g., the images from the fourth row to the
sixth row), salient maps of the new model possess consistent
values within the same foreground. For the images with vari-
ous complex scenes (e.g., image in the last three rows), several
other methods miss the detecting parts (such as ULR [15],
SLR [17], DSR [38], and SMD [18]) or confuse background
with the foreground (e.g., DRFI [35] and WLRR [19]).
By contrast, the proposed method successfully identifies all
desirable salient objects with consistent values. For the images
whose foreground and background share similar appearance
(such as images in the third and the fourth row), our new
approach is more capable of detecting the complete foreground
from the background in a consistent way. These outcomes
clearly demonstrate the effectiveness of our algorithm in
handling images with various complex scenes.

VII. CONCLUSION

In this article, we propose an unsupervised learning model
for salient object detection by using the bilinear factor matrix
norm. Different from the currently existing literature, the non-
convex Schatten-2/3 norm is adopted to characterize the
background information and is shown to be better in capturing
the low-rank structure of the background details, leading to a
better background representation. The nonconvex /3 norm
is incorporated to formulate the sparsity and consistency of

foreground. To promote the further performance of Schatten-
2/3 norm and nonconvex /»;3 norm, a Laplacian constraint is
adopted to the salient object. It is worth noting that the choice
of p = ¢ = 2/3 makes the optimization to be tractable and
reduces the required computational complexity. In addition,
under our framework by splitting the balanced variables,
the optimization process, associated with the ADMM, requires
computing the SVD on a much small factored matrix, and
thus, greatly reduces the computational cost. Meanwhile,
the convergence of the algorithm is mathematically analyzed
and validated. Experiments on the MSRA10K, ECSSD, and
iCoSeg datasets show that the proposed model has performed
well and appears to be highly consistent for detecting various
salient objects.

A further direction of our future work is to study the
salient object detection problem under the tensor framework
and to explore the tensor rank by conducting multiscale low-
rank decomposition. Besides, the adaptive selection of tradeoff
parameters is also an important subject of study. Such studies
will be reported elsewhere.

APPENDIX
PROOF OF THEOREM 29
Proof: We first show that {U*}, {V*}, {L*}, {S*}, {T*}.
and {M*} are convergent Cauchy sequences.
According to boundedness of multipliers and some vari-
ables produced by alternating direction method of multiplier
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(ADMM) (we can refer to [24]),

parameter {Yi"} is bounded. Due to u; is nondecreasing,

> reo(us1/u) < oo and
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the corresponding Lagrange the minimization problem (14) can be converted to seek the

corresponding first-order optimal condition for U. That is

(Lk _ Uk+1(vk)T +Iu]:1Y2k) vk 4 (Tk _ k! +ﬂ;1y3k)

YE = vk g (TR — U =T U+ U~ U 4 'Yy
koyknT YZk_szl_k-H IS —1yk Vyk
one can have +(U V5 + Hi—1 v (V ) LR M
) vy vy k+1 k —1yk
Z”Tk-H — Uk, P TU e X
. 12 B (U kY (VE Yk v
_ O R AR Hi—1 Lo
1223 > Mk =( Uk+l)(l+vk( ) )
o | 1 _ yk Sy ykHl _ yk k k-1 k k—1
— |yt - <> 2 - . — Yk
kg'“ 3”F—§ =173 5y <00 +Y3 Y +ﬂk1Y3k+(Y2 6 +ﬂk1Y21<)Vk
Hi—1 Hi—1
Similarly, we can obtain =0
Therefore, we arrive at
Ukt _ gk
S Lk s -, o
pan = (1+(vH"v4)
o0
Mk+1 g k41 k k—1 k k—1 k
< [y =y, <o R A RS I At £ W )
; 'ui ' . Hk—1 e ls Hk—1 et V-
oo
z H k+1(vk+1)T K H Let
k=0 F k -1
> Uk+1 rl:keznlzlz 1+V)V)
< a YA vk < o0 v "
2ol ]+ ata -r,
o0
z HSk+1 M ”F + (/11;—11#1:1||Y2]{71_Y2](HF + ”YZk”F) ” Vk”F)]’
=0 00 due to > 77 o (urt1/ ,u,%) < 00, we have the estimates
< S ALy vl < o0 ~ ~ %
k=0 ﬂk Z HUk+1 _ UkHF < Z/‘k_lrl < Z ,Uk-;—lrl < oo
k=0 k=0 k=0 Mk
which implies that Thus, we obtain
i 1373541 ], o fin 0% 0], = &
k— 00
, il okt N T ket This shows that {U*} is convergent Cauchy sequence.
klin;o HU A R 2 HF =0 Similarly, for {V*}, {L*}, {$*}, {T*}, and {M*}, one can
lim |75 — U, =0 get
k— o0 1 x
Jim [ $41 — =0 (30) Jim v = v =0
—00
lim HL’ﬁLl - LkHF =0
X—> 00
Thus, {(U*, V¥, Lk, $%, T*, M*)} approximates to a feasi- lim [ —s*|, =0
ble solution. e ot L
Since Tim |T* = 1%, =0
lim [ M — M|, =0 (34)
Y¥=ys! L (LF = UkvhT 31 e
? 2 T 1( v ) G which indicates that they are also convergent Cauchy
sequences.
and Next, we prove that the limit point of sequence
{(Uk, vk Lk Sk Tk, Mk)} satisfies the Karush—Kuhn—
Y3k = YSI‘_l + k- (Tk - Uk) (32) Tucker conditions.
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Suppose (U, Vi, Ly, Si, Ty, M) is the critical point of

optimization problem (13). According to Fermat’s rule [24],
the first-order optimal conditions for subproblems (19), (22),
and (26) are given by

0e gGIIT*II + Y5

0 € A0l + v +7;

0 €y (MM} + MoAF)+ Y}

L,=UVI,T.=U,S, =ML, +S,=X,. (35
Let Ux, Voos Loos Soos T, and My, be the limit points

of the above-mentioned sequence, the limit points satisfy the
following first-order optimal conditions:
2
0 € §a||Too||*+Y300

0 € A0lISsolly)? + ¥7° + ¥;°

€
0 €y (Moo ML + Moo Mr) + Y°
Loo = Uso Vs Too = Usoy Sec = Moos Loo + Soo = Xoo
and thus, the proof is completed. U

PROOF OF THEOREM 4

Proof: It is well known that Lg(L*, S,
monotonically due to Lz(L*, S¥, &%) > Lz(L*!, S, w
Next, we first give that L£z(LF, S¥, o*) is lower bounded.

Since @ (L, S) is the restricted prox-regular function, some
properties named, respectively, coercivity, feasibility, and Lip-
schitz subminimization paths hold for this objective function
[55]. By Lipschitz subminimization paths, there exists S” such
that X = LK+ S and S’ = H(S’) (where H is a Lipschitz
continuous map). Using coercivity, feasibility, and Lipschitz
subminimization paths of objective function, for d§ € 0Py,
we have

Lg(L*, S*, o)

") decreases
k+1 )

=& (L, $%) + (o', X — L* - 5)
N
= o(L5 ) +lah s - 5+ Dis - s

B

> o(Lh, 8) + ||X L* — 85|12 > —o0. (36)

This shows that Eﬁ(Lk,Sk,cu) is low bounded, where
upper bound is Ly (LO, s9, a)o). From the property of coer-
civity, we know that (LK, S¥, w*) is bounded. Hence, there
exist a convergent subsequence and a limit point, denoted by
(LK, S5, 0b)icy — (L*, §*, 0*) as i — +o0.

Second, we show that Eﬁ(Lk, Sk, @) is descent

£/)’(Lk, Sk,a)k) _ Eﬂ(LkJrl, Sk+1,a)k+1)

— @(Lk, Sk) _ ¢(Lk+1’ Sk+1) +(C()k+1, Lk _ Lk+1)
+ (", $F = §) (0 — T X — LF - 5F)

p A
+ S ILE = LA = SIS = Sl

B —LoM
2
Lk+1||%:+ ||Sk_

1
——lle* ~

v

k+1712
w+||p

x {IIL* — SIE) (37)
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where M and Lg are Lipschitz constants. Since ot = —odg
for any k, we obtain the following inequality:
o' =l < Lo (I1LF =L Ip+11S =S 1£). (38)

In summary, we have

,Cﬂ(Lk, Sk,cuk) _ ﬁ/j’(Lk-Ha Sk+1,w
B—LoM LoM

z( S IL* = L)%

B
(P LeM _ LoM

2 B
where f > max{l,3LsM}. From (39), we know that
Lp(L*, S*, o) is descent. Therefore, ||LF — L[ — 0 and
[|S* — S|z — 0 as k — 0.

Third, we give subgradient bound and limiting continuity
for Eﬁ(Lk, Sk, k). Since @ is the Lipschitz differentiable,

these two properties are trivial. In fact, subgradient bound can
be written as

k+l)

)nsk - SHE 0 (39)

”aLEﬁ(Lk-H, Sk-&-l,wk-&-l)”F

< (B+2LoM)(JIL* — LY |7 + 1S = S¥||F)
||aw£ (Lk+1 Sk+1 k+1)||F

< L‘; (I = LM 4 11851 — $4]17)
”asﬁﬂ(LkH’ Sk-&-l,wk-&-l)”F

< LoM(IIL* = LM|p + 18" = $)1F). (40)

Therefore, there exists d© € aLg(LK, ¥, w*) such that
lld¥||r — 0. In particular, ||di"||F — 0 as i — 0.
Based on the Lipschitz differentiable function, if (L*, S*, »*)
is the limit point of a subsequence (L%, Sk, 0");cy, then
Lp(L*, S*, 0*) = lim; Lg(LY, Sk, &k). By definition of sub-
gradient, we obtain 0 € 0Lg(L*, S*, w*).

Finally, we check that £ is a Kurdyka—Lojasiewicz func-
tion (abbreviated as KL function), which is central to the
global convergence analysis. We know that functions satisfying
the KL inequality are, respectively, real-analytic functions,
semi-algebraic functions, and locally strongly convex func-
tions [59].° Since Ly is the sum of real-analytic and semi-
algebraic functions, Lz satisfies the KL inequality. Hence,
the sequence (Lk, Sk, a)k) converges globally to the limit point
under the KL assumption.'” 0
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