
Applied Regression and Design
Lelys Bravo De Guenni

1. Introduction to Regression Analysis: In this video we talk about the fundamental steps of
Data Analysis and the origin of Regression Analysis

2. Simple Linear Regression 1: In this video we talk about the Least Square methods to find
the Simple Linear Regression estimates, and we talk about the R-squared (Goodness of Fit)
in SLR

3. Simple Linear Regression 2: In This video we discuss the properties of the LS estimators, and
their probability distribution

4. Simple Linear Regression 3: In this video we discuss the F-test and the ANOVA table, and
explain the difference between estimation and prediction.

5. Multiple Linear Regression 1: In this video we discuss the Multiple Linear Regression; the
LS estimation method and the geometrical interpretation of the LS estimates

6. Multiple Linear Regression 2: In this video we talk about the properties of the LS estimates
for MLR, and the importance of the Gauss -Markov theorem

7. Multiple Linear Regression 3: In this video we talk about hypothesis testing in MLR, the
F-test and the ANOVA table and how to do nested model comparisons.

8. Multiple Linear Regression 4: In this video we talk about the Monte Carlo Method and the
Permutation test to do hypothesis testing when the Normality assumption does not hold

9. Multiple Linear Regression 5: In this video we discuss how to calculate confidence intervals
for the beta_i’s and confidence regions for a vector or sub-vector of the regression coefficients.
We also discuss how to build confidence intervals and prediction intervals for the mean or
future prediction of the response at a new observation.

10. Regression Diagnostics 1: In this video we talk about unusual observations. In particular
how to detect high-leverage points. We also discuss the difference between the true residuals
and the estimated residuals.

11. Regression Diagnostics 2: In this video we discuss the difference between standardized residuals
and studentized residuals. We discuss a t-test for detecting outliers using the Bonferroni
correction, and the Cook’s Distance measure to detect highly influential observations
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12. Regression Diagnostics 3: In this videos we discuss how to use the residuals plots to do model
diagnostics. We discuss the problem of non-constant variance or heterokedasticity, and how
to do formal testing. We also discuss Variance Stabilizing transformations and how to detect
departures from normality

13. Regression Diagnostics 4: In this video we discuss how to check the linear model structure
using the partial regression plots. We discuss possible linearizing transformations and the
Box-Cox as a normalizing transformation.

14. Collinearity: We discuss exact collinearity and approximate collinearity or multicollinearity.
We also explain how to detect approximate multicollinearity, the symptoms and remedies for
this problem.

15. Generalized Least Squares: In this video we discussed the GLS method in two cases: When the
Variance-Covariance matrix is known, and when the Variance-Covariance matrix is unknown.
We also discuss the Weighted Least Squares problem as a particular case.

16. Lack of Fit test: In this video we talk about the Lack of Fit test in two cases: When the
variance is known, and when the variance is unknown.

17. Polynomial Regression: In this video we talk about polynomial regression and piece-wise
polynomials. We also define Cubic Splines and Natural Cubic Splines.

18. Regression Splines: In this video we talk about regression splines and how to set the number
of knots or degrees of freedom (df)to define the design matrix. We also discuss how to select
the number of knots or df using k-fold Cross-Validation.

19. Non-parametric Regression: In this video we discuss Non-parametric regression methods:
kernel estimators, smoothing splines and local polynomials

20. AnCova Models 1: We discuss AnCova models including a categorical variable with two-levels.
We also discuss the different models resulting form the general model with interaction.

21. AnCova Models 2: We discuss ANCOVA models when the categorical variable has k-levels.
We also discuss the sequential F-test for model comparison

22. Variable Selection: In this video we discuss how to do variable selection in linear regression
using testing-based methods and criteria-based methods. We also discuss different searching
methods to come up with the best model selection.

23. Shrinkage Methods 1: In this video we talk about Principal Components Regression. This
method is useful to reduce the dimensionality of the predictors space and when the high
number of predictors can cause collinearity problems.
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24. Shrinkage Methods 2: In this video we discuss Ridge Regression and Lasso Regression. These
two methods are also called penalized regression methods. They are useful when just a subset
of the regression coefficients is important for prediction.

25. A/B testing: In this video we give a brief introduction of A/B testing

26. One-way ANOVA models 1: In this video we explain the One-way ANOVA model and different
versions of the model, including the mean model and the Factors effect model.

27. One-way ANOVA models 2: In this video we talk about the properties of the One-way
ANOVA model, model estimation and model Inference. We also discuss model diagnostics
including the Levene’s test for equality of variances.

28. One-way ANOVA models 3: In this video we explain different ways of comparing the level
means of a factor in a one-way ANOVA model, including contrasts. We discuss how to
calculate the confidence intervals for the difference between two-means and different types of
contrasts.

29. One-way ANOVA models 4: In this video we continue discussing different methods to test
one-factor level means including the Tukey’s test and the Scheffe’s test.

30. Two-way ANOVA 1: In this video we describe the two-facto ANOVA models and discuss
the difference between the cell means model and the factor effects model. We all discuss
estimation in the two-factor ANOVA model.

31. Two-way ANOVA 2: In this video we discuss the ANOVA table and the F-tests for the two-
way ANOVA model. We also discuss the estimation of factor level means when the interaction
is not significant and the treatment means estimation when the interaction is significant.

32. Two-way ANOVA 3: In this video we discuss the two-way ANOVA model for the unbalanced
case. We also discuss the balance case with 1 replication and the Tukey’s additivity test for
the interaction.

33. R examples: Two-way ANOVA models 4: additional cases, In this video we discuss two-way
anova models when we have an unbalance case and we need to analyze the model factors
using the Type III Sum of Squares. We also discuss the balanced case with n=1 (a single
replication) and the Tukey’s additivity test.

34. Experimental Design 1: In this video we introduce the components and steps of experimental
design, randomization and introduce randomization tests. We also discussed matched pairs
comparisons
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35. Experimental Design 2: In this video we discuss cross-over experiments as a special case of
matched pairs, and provide another example of randomization tests.

36. R Examples: Experimental Design 1 (Paired t-test and blocking factors): In this video we
re-visit the t-test for two independent and dependent samples and use the lm function with
a blocking factor to calculate the t-test. We also discuss the randomized t-test.

37. Experimental Design 3: In this video we discuss the Completely Randomized Block Designs
and the Latin squares design. We also discuss how to calculate the relative efficiency between
two designs.

38. Random Effects Model 1: In this video we discuss the meaning of random factors vs. fixed
factors. We also introduced random and mixed effects models and how to estimate the model
parameters using maximum likelihood and restricted maximum likelihood estimation.

39. Random effects model 2: In this video we discuss how to do inference in the random effects
model using the Likelihood Ratio test and parametric bootstrap methods.
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